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Present a New Hybrid Algorithm Scheduling 
Flexible Manufacturing System Consideration 

Cost Maintenance 

 
Abstract—Flexible Manufacturing Systems (FMS), are generally included a group of machines that will do various tasks on different parts, an 
operation can be processed on different machines and all things are controlled by a computer system. This flexibility may increase the intensity of 
the solution space and schedule FMS will be complicated. Also, since in the real world, the production does not always correspond to a 
predetermined schedule and may be unexpected events occur that cause schedule outages are expected, concepts such as dynamic scheduling of 
manufacturing systems and considering the uncertainty in question has special importance. Scheduling problem of FMS is a difficult optimization 
problems and the timing of these systems is to reduce the time to do things. In recent years, many algorithms have been proposed to solve this 
problem, this algorithms will be based on evolutionary techniques – In this paper a new algorithm for "Petri net" gravitational force when combined 
with the name (GELS–PT) for scheduling FMS is presented that the issue will be kept in mind. Experimental results have shown that the proposed 
algorithm is about "51.91" percent of the algorithm "GADG" and "60.72" percent of the algorithm "PN–GA" has been improved. 

Index Terms— FMS, GELS Algorithm, Petri Net, Scheduling    

———————————————————— 
 

 

1    INTRODUCTION 

MS is one of problems of NP-hard optimization. The 
aim of scheduling of these systems is to maximize the 
system efficiency by finding an optimal planning for a 

better cooperation among various processes. Recent years 
have witnessed a wide range of research on modeling, 
scheduling, and evaluation of these systems. The main 
motivation lies in the fact that such systems require higher 
flexibility with respect to market change so that they can 
raise their competency. Many algorithms have been 
proposed to solve the above-mentioned problem. For 
example, Takahashi et al. [1] employed Tabu Search for 
scheduling of FMS. In [2] presented an algorithm for 
scheduling using Ant Colony optimization. In [3] proposed 
a genetic algorithm combined with Petri Net,i.e. PN-GA for 
scheduling FMS. In this algorithm, first manufacturing 
system is modeled with Petri Net, and then an optimized 
scheduling is determined using a Genetic Algorithm. 

In [4] developed ETPN-GA, a GA based on Timed Petri 
Net for scheduling manufacturing systems which are 
suitable for reconfiguration aiming to minimize the 
production time and costs of reconfiguration. In [5] 
presented an innovative combinational algorithm to solve  

 
scheduling of job shop with parallel machines in order to 
minimize the production time. In this algorithm the 
problem is solved through combination of GA and ACO 
These algorithms do not consider maintenance. Chan et al. 
[6] proposed a GA to solve scheduling in distributed FMS 
considering maintenance. The major idea in their paper is 
presentation a GA with dominant genes. In [7] have used 
Memetic Algorithm to solve scheduling of distributed FMS 
which its advantages is considering maintenance factor and 
trade off between time and cost. 

As mentioned earlier, the above mentioned algorithms 
do not consider maintenance and it decreases the system's 

reliability [8]. In this paper، an algorithm is linked with the 
Petri Net gravitational force when called "GELS–PT" for 
scheduling FMS is presented, taking advantage of this 
algorithm, the problem will be maintained. The second 
section describes the problem first and then the third part 
of the basic concepts are described in section 3 the 
proposed algorithm is and in section 4 and simulation 
results comparing the proposed algorithm with other 
existing algorithms shown in section 5 the conclusions have 
been made. 

2   PROBLEM DESCRIPTION  

The aim of scheduling FMS is to present an appropriate 
scheduling for N jobs in M  machines, as each job includes a 
number of operations that should be executed in order. 
Each operation requires one machine for execution. After 
some time each machine needs a time for maintenance and 
its duration depends on machine service's time (machine 

age) [8]. While maintenance the machine will be unavailable, 
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but after completing maintenance it will be available again. 
after each maintenance, the machine's age will be zero. If 
the maximum age of a machine can be A, and in case the 
machine age will be A, after completion of current 
execution, the machine turns to maintenance state. Figure 1 
show the required time for machine maintenance with 
respect to machine age. 
 
 
 
 

 

 

 

 

 

 

Fig.1. Maintenance time related to machine age [9] 

 

Table 1 shows characteristics of a sample FMS with 
three machines and two jobs. In this system there are 
varying numbers of jobs operations. For example, it shows 
that second operation of first job in second machine needs 
four seconds, and that by the third machine requires seven 
seconds. 

TABLE 1 

CHARACTERISTICS OF A FLEXIBLE MANUFACTURING SYSTEM 
 

Process 

Time Machine 
Job2 

Operation 

Process 

Time Machine 
Job 1 

Operation 

12 1 O1 4 1 O1 

6 2 O1 3 2 O1 

4 2 O2 4 2 O2 

6 3 O3 7 3 O2 

7 2 O4 6 2 O3 

3 3 O4 4 3 O3 

6 3 O5 6 3 O4 

 

3   BASIC CONCEPTS 

In this section، a random search algorithm to mimic the 
gravitational force and the time Petri Net is described. 
 

A. Gravitational Emulation Local Search (GELS) 

In 1995, Voudouris and Tesang [10] offered the 
algorithm GLS for searching in a search space and solving 
the example NP-complete for the first time, and in 2004, 
Barry and Webster [11] offered the algorithm as a powerful 
algorithm and it was called GELS. This algorithm 
introduced randomization concept along with two of four 
primary parameters i.e. velocity and gravity in physics 

through swapping in terms of groups by using random 
number in the existing local search algorithm GELS in 
order to avoid local minima. GELS takes as its basis the 
natural principles of gravitational attraction. Gravity works 
in nature to cause objects to be pulled towards each other. 
The more massive the object, the more gravitational “tug” it 
exerts on other objects. Also, the closer two objects are to 
each other, the stronger the gravitational forces are between 
them. This means that a given object will be more strongly 
attracted to a larger, more massive object than to another 
object of lesser mass at a given distance, and it will also be 
more strongly attracted to an object close by than to 
another, more distant object having the same mass. In GELS 
the formula of newton gravitational force theorem between 
two objects, are involved in: 

 

F =
Gm m 

r 
              (1) 

 
In which m1 and m2 are the mass of the first and second 

object respectively. G is equal to a constant gravitational 
force which is 6.672; R is the radius of the distance between 
two objects. 

GELS also emulate these processes of nature for 
searching in a search space. The idea is to imagine the 
search space as being the universe and object in this 
universe are the possible solution for the search. Each of 
these solutions has a “mass” that is represented by its 
objective function value. The better the solution’s objective 
function value, the higher its mass is. Locations within the 
search space that do not contain valid solutions are 
assigned a zero mass [12,14]. 

In this method, the possible solution in the search space 
has divided into some sets based on criteria that depend on 
the kind of problem and each of these sets is called a 
dimension of the problem solution and for each dimension 
of the problem solution a value entitled initial velocity has 
been intended, that it will be explained in continuation. 

GELS computes the gravitational force between the 
solution or the objects in the search space by two methods. 
The first method which is a solution from the local 
neighborhood space is selected as a current solution and 
the gravitational force between these two solutions can be 
computed. The second method applies the formula to all 
solutions within the neighborhood and tracks the 
gravitational force between each of them and the current 
solution individually all solutions. In the movement 
through the search space, GELS acts in two modes, too. The 
first mode, allows movement only to solutions within the 
current local search neighborhood. Each of these movement 
modes can be used with each of the computation gravity 
forces and as a result those four models GELS are made. 

GELS maintains a vector, the size of which is 
determined by the number of dimensions in a solution. This 
vector’s values represent the relative “velocity" in each 
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dimension. The algorithm begins by initializing the current 
solution, velocity vector and direction of movement. For 
each dimension, in the velocity vector, random integer 
between one and the maximum velocity is chosen, and this 
becomes the value of the element at that dimension. The 
initial solution can be made as current solution either with 
user or randomized. For each dimension in the initial 
velocity vector, concerning the initial velocity vector of the 
solution dimensions, a direction is selected for the 
movement that the direction is equal to the solution 
dimension which has the largest value in the initial velocity 
vector. 

Algorithm includes a pointer object that can move 
through the search space and a mass which is intended for 
the pointer object is stable in the whole computations and 
this object refers to a solution with the largest mass. The 
algorithm will terminate when one of following two 
conditions occurs: either all of the elements in the initial 
velocity vector have gone to zero, or the maximum 
allowable number of iterations has been completed. In each 
algorithm iteration as the first method a candidate solution 
will be selected from the local neighborhood space of the 
current solution based on the direction of the current 
movement and the gravity force between the current 
solution and the candidate solution is computed and then 
the velocity vector concerning this force will be updated. 
For the next frequency, the velocity vector is checked and 
concerning it the movement direction can be chosen. Each 
iteration algorithm by the second method is completely as 
similar as the first method, but there is a little difference, as 
the gravity force and the initial velocity of the update action 
is computed for each of the candidate solutions instead of 
the gravity force computation and the update action of the 
velocity vector for only an obtained candidate solution 
from the current direction [15]. Newton's formula is used 
with the alteration that the two masses in the numerator of 
the equation are replaced by the value of the difference 
between the objective function value of the candidate 
solution and that of the current solution. The value of the 
gravitational force between the two solutions then becomes: 

 

 

    (2) 
 

 

That, in which, CU and CA are the value of the current 
solution and the candidate solution. This formula is 
designed to be a positive value if the objective function 
value of the current solution is larger than that of the 
candidate solution and negative if the candidate value is 
larger. Then the value of this force, positive or negative, can 
be added to the velocity vector in direction of the current 
movement. If doing so makes the value exceed the 
maximum velocity parameter setting, it is set to the 

maximum. If the update makes the value to go negative, it 
is set to zero. 

Some parameters which can be accessible are as follows: 
• Maximum Velocity: the maximum value that any 
elements within the velocity vector can have been used to 
prevent velocities that become too large for being usable. 
• Radius: it is a radius that can be used in the formula of 
the gravitational force computation. 
• Iteration: the number of iterations of the algorithm that 
will be allowed to complete before it is automatically 
terminated [14]. 

 

B. Time Petri net 
Petri net graphical and mathematical modeling as a tool 

that contains four elements of place, transition, are and is a 

token. The petri net can be modeled; scheduling، 
simulation and performance evaluation systems can be 
used. Petri net modeling a system in addition to the above 
advantages, we will need from the problem by 
mathematical formulas. Petri net is a kind of Petri net in 
which a transfer after the time specified, the token is fired. 

 

4   THE PROPOSED ALGORITHM  

In this issue should be on appropriate timing for N work in 
M car done so that should be implemented in order to 
perform any operation that requires a car. And objectivity 
of each car after that time will hold up to the time 
dependent maintenance car service (car old) car is. To solve 
this problem, even with a small number and the machine 
will be trouble. The gravitational force algorithm when 
combined with a Petri net is used for scheduling FMS.  

This algorithm is a two phase system with time Petri net 
models, and secondly by using the gravitational force of a 
scheduling algorithm optimized for the system model, will 
be produced. Petri net simulation model is then used to 
determine the extent of inappropriate timing. 
 
A. Modeling with time Petri net 

The first step, the Petri net modeling of FMS is the time. 
This work will need to overcome the problem of 
mathematical expression and the possibility to simulate 
and evaluate the system performance is expressed in Table 
1 and figure 2 modeling prototype system by Petri net time 
will show. 
 
 
 
 
 
 
 
 
 
 

2

( )G CU CA
f

R
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Fig.2. Modeling a sample FMS with Timed Petri Net 

 

B. Scheduling algorithm with the gravitational 
force 

In the second step, using a random search algorithm is a 
scheduling system to mimic the gravitational force. 

 

C. View the original chromosomes produced  
The number of genes in the chromosomes of the 

gravitational force can be raised using the algorithm works 
is equivalent to the total operations result in chromosome 
numbers obtained above from Left to right shows 
scheduled operations tasks. The   structure of each gene as a 
"Jms" that the [1] has been achieved in this way display, 

parameter "J" number، the parameter "m" car number and 
the "s" maintenance mode is indicated, if the parameter "s" 
to mean that a car after this operation is to maintain in the 
value of this parameter will be zero otherwise. The number 
of repeats in a chromosome represents the number of 
operations it is produced. Figure 3 for a sample of 
chromosomes, Table 1 shows the FMS. 

 

Fig.3. Structure of a sample chromosome 

 
Figure 3 gene on chromosome II in "1221", which means 

a second operation in the second car is doing well after 
operation, the machine goes to maintenance mode. 
 

D. Fitness function 

Using generated chromosome, the sequence of transition 
fires in Petri net is specified. Therefore, duration of 
scheduling (production time) would be determined 
through system simulation and it is termed as chromosome 
fitness function. 
. 

E. Definition of response  
Response of the proposed method can provide the 

number of Jobs to machines that have a good time to do N 
work in M machine to be considered. Priority given to each 

machine, a neighbor of the response and the response in the 
desired response will be equal. 
 

F. Define the neighborhood 
Of the algorithm "GELS" unlike other search algorithms 

do not accidentally answer neighbor, but each has a 
different answer now is that each of them is based on a 
specific change, It called for moving to ward the neighbor 
and the neighbor’s response that is obtained by this method 
is only based on the neighbor. The proposed method is to 
find a neighbor who used to work at any stage that is not 
run by machines assigned acquire and then we change the 
number of machines assigned to each dimension, resulting 
in a neighbor on the current car will be available again after 
storage. 

 

G. Method of problem solving  
This should be done in a proper schedule N work in M 

machine if any of this work consists of a number of 
operations and should there fore be implemented. And also 
to perform any operation that require a car.  

Besides the car after work when the need for 
maintenance will keep the time machine is dependent on 
car servicing – so factors such as reducing work time and 
increase system efficiency. Of the algorithm "GELS" 
proposal is a randomly selected and assigned to a machine 
that will meet all the above is the issue of limitations and 
when to keep fighting, this will be done until the work 
completed. The problem with this condition must be 
defined in an appropriate reserve factor. Factor reservation 
the number of jobs are reserved for cars in the future. Total 
assignment of tasks to machine would-be a solution. This 
solution could be that the two matrices is equal to the 
number of jobs and machines are used to display an 
answer. Each row and column of the matrix, represents 
one of the tasks in groups and kept in each row and 
column represents the number of machines that run on 
them will work. 

This can reduce the time and work on cars and 
appropriate timetable for doing N work in M car took. As 
the method "GELS" was described, this method with a 
random solution with experimental values of operating 
parameters can be adjusted, your work has started. And 
then executing "GELS" slash and when the algorithm was 
completed, the solution for each of tasks, machines that 
have booked their reservations with the invoice shows.  

 

5   SIMULATION RESULTS 

Algorithm for the implementation of programming 
Language C# is used. Programs on the computer with a 
CPU 2.4 GHz Pentium–IV and memory card 1GB were 
implemented. 

Proposed algorithm with two algorithms PN–GA [3] 
and GADG [6] has been compared. For comparison, five of 

0352 0352 1351 0502 0002 1552 0102 1001 1102 
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the above algorithms are designed to test systems for small, 
medium and large cover. These data to test name "Job X – 
M-N-O".  

The "X" number of test data, "M" number of cars, "N" 
number of things, "O" of the operation is done. For 
example, "Job 2-10-20-5" – shows the second test data set, 
with 10 cars and 5 for each work operation is shown in this 
test, 20 operations there are other words that indicate a 
moderate system. To obtain and view the results of the 
algorithms presented in the paper, each algorithm was run 
independently for 50 times. Table 2 shows the results               

"PN–GA and GADG, GELS–PT" comparison of three 
algorithms. This table shows the number "success" for the 
proposed algorithm is higher than the other two 
algorithms. Number "success" explains the 50 times run the 
algorithm several times is the best answer. So we can 
conclude the algorithm "GELS–PT" have a more stable than 
the other two algorithm are.  

Due to the use of random search algorithms mimic the 
gravitational force as a local search technique.  

 

 

  

 

TABLE 2 

COMPARING OF THE THREE ALGORITHM THE RESULTS (GELS-PT, GADG, PN-GA) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 shows comparison of three algorithms in terms 
of "GELS–PT and PN–GA, GADG" the schedule. This fig 
shows the algorithm "GELS–PT" compared with other 
algorithms, often gets a better answer. Results of the 
algorithm "GELS–PT". An improvement of about "51.91" 
percent of the algorithm "GADG" and "60.72" percent of the 
algorithm "PN–GA" will show. Of this improved system 
with larger, more visible.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.4. Comparison of the three algorithms (GELS-PT,                                
PN-GA, GADG) in terms of the Length scheduling 

PN-GA [3] GADG [6] GELS-PT Problem 

success Ave. Time success Ave. Time success Ave. Time  

15 260 13 11 653 8 33 336 0 Job 1_12_12_3 

16 1821 51 00 1351 05 30 218 3 Job 0_12_02_3 

10 0252 28 01 0013 31 32 1531 1 Job 5_12_52_3 

13 5603 010 18 0821 135 52 1310 16 Job 3_02_52_12 

2 2011 1256 13 3126 511 55 2150 06 Job 3_02_52_02 

Success: Number of times that algorithm arrives at the best answer in 50 times execution. 

Ave: Average of production time in 50 times execution (production time equals the maximum time 
required for execution of jobs) 

Time: Time required for algorithm execution 
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Figure 5 shows comparison of three algorithms in terms 
of time required to run "GELS–PT and PN–GA, GADG". 
This algorithm takes the forms of expression "GELS–PT" the 
other two algorithms it will need less time to run. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Comparison of the three algorithms (GELS-PT, 
PN-GA, GADG) in terms of runtime 

6   CONCLUSION 

In this paper a Petri net algorithm combined with the 
gravitational force when the name "GELS–PT" for 
scheduling FMS is presented. The advantages of this 
algorithm to reduce the time to do things, and consider the 
problem of system efficiency is maintained. Purpose of this 
algorithm will minimize the completion time of tasks. This 
algorithm has been compared with algorithm                     
"PN–GA and GADG" performance. The results showed a 
recovery algorithm "GELS–PT" about "51.91" percent and 
"60.72" percent compared to the algorithm "DADG" 
algorithm "PN–GA" will – of this improvement is more 
apparent in large systems. 
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